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Figure 1: A scene inside the VR headset of a robot teleoperator, showing the 360◦ environment, point cloud from depth sensor,
and rendered robotmodel. The operator controls the robot remotely by requesting arm and gripper poses usingVR controllers.

ABSTRACT
Teleoperations requires both a robust set of controls and the right
balance of sensory data to allow task completion without over-
whelming the user. Previous work has mostly focused on using
depth cameras, yet these fail to provide situational awareness. We
have developed a teleoperation system that integrates 360◦ stereo
RGB camera data with RGBD sensor data. We infer depth from the
360◦ camera data and use that to render a VR view, which allows for
six degree of freedom head motion. We use a virtual gantry control
mechanism, and provide a menu with which the user can choose
which rendering schemes will render the robot’s environment. We
hypothesize that this approach will increase the speed and accuracy
with which the user can teleoperate the robot.
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1 INTRODUCTION
In many environments that are too dangerous or difficult for hu-
mans to physically be in, robots are able to complete the tasks that
humans cannot. Situations ranging from bomb defusal to surgeries
to exploring another planet can all benefit from use of a robot.While
autonomous control for robots has greatly improved over the last
few decades, humans remain far better at many tasks. Robot tele-
operation by a remote human allows for both risk-free interaction
with dangerous environments, and the intelligence, experience, and
dexterity that a human operator provides. However, to perform a
task with speed and accuracy, an operator requires both an intuitive
set of controls and the situational awareness to use them.

Control interfaces are often 2D [7], particularly for tasks like
motion planning and item grasping. Monitors, keyboards, and mice

Late-Breaking Report  HRI ’21 Companion, March 8–11, 2021, Boulder, CO, USA

387

https://doi.org/10.1145/3434074.3447198
https://doi.org/10.1145/3434074.3447198
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3434074.3447198&domain=pdf&date_stamp=2021-03-08


allow for control in 3D space via 2D projection. However, such
methods are often difficult to use with precision because they do not
accurately represent how humans interact with our 3D world[17].
Having multiple camera views or a point cloud display is possible,
but mapping the 3D world to a 2D display, and 2D inputs to 3D
robot actions is inherently difficult.

As a contrast to 2D interfaces, working with a robot physically
in view can provide the situational awareness needed. However,
control suffers due to the required mapping from using a joystick
or other controller to robot actions like moving an arm. Using a
physical gantry [4] with the same degrees of freedom of the robot
or a 3D motion controller “virtual gantry” [18] device can aid in this
issue; however, if the scene is not from the same perspective then
the control can still be unintuitive. Putting these issues together
leads naturally to controlling the robot from within a virtual reality
environment, where many operator actions can map more natu-
rally to robot actions. Performing such a task remotely raises the
challenge of populating the 3D VR environment with a compelling
representation of the robot’s environment. This representation is
limited by the available sensing capacity of the robot and network
bandwidth required to transmit the sensory data.

Most workwith VR systems in the past has been conducted either
over a low latency and high bandwidth internal network, or by using
low fidelity environments such as solely point-cloud-basedmethods
and additional haptic feedback [9]. Low-fidelity environments limit
the operator in the tasks that can be performed, and do not allow
sufficient situational awareness to allow the operator to move the
robot easily within the space.

We propose a system that uses data-efficient methods and mul-
tiple sensors to enable VR teleoperation over a common Internet
connection. The operator is placed into a virtual environment con-
structed in Unity. Here, the state of the robot can be seen on a
digital double, with its joint state information being updated in real
time. The user can move the VR controller to a world position and
command the arm’s end effector to move to that same position. The
virtual environment allows for the operator to both move around
and see every angle of the robot, but also to move the hand to the
exact position they place their own in. In addition, the environment
shows the state of the world around the user using a combination
of multiple sensing and scene reconstruction methods.

2 RELATEDWORK
Many teleoperation systems use a monitor to display information
about the robot’s world to the user. Telepresence robots like the
Beam from Suitable Technologies [2] often stream one or more
video feeds from cameras mounted on the robot to the user’s screen.
These give some situational awareness, but with no depth percep-
tion. Other systems attempt to mitigate the depth perception issue
by rendering a point cloud onto the operator’s 2D screen [19]. The
user must manually change the viewpoint if they wish to exploit
the 3D benefits of a point cloud.

Static camera viewpoints can lead to difficult occlusions and
parts of the scene that are outside the field of view. Valiton and
Li [16] and Rakita et al. [13] begin to solve this issue by having
hardware and software which provide moving viewpoints. While
these works represent significant advances, they still fail to portray

depth, making control more difficult. They also only show a small
portion of the robot’s environment to the user. We believe that a
full 360◦ view is important for safe and efficient control of a moving
robot. One natural technology to use for 3D operation that can also
provide binocular stereo and 360◦ viewing is virtual reality.

VR systems are now inexpensive [1] and provide potential ad-
vantages over 2D systems [17]. A common approach is to mount
two cameras as the robot’s ‘eyes’ and stream video to each corre-
sponding eye of the user’s VR display [14] [5] [3]. This provides
depth cues from stereo disparity, and can allow the user to view
the robot’s environment in a wide range of directions. However,
latency between user and robot head movements can cause confu-
sion or nausea [11]. It is possible to transform the video feed based
on the current head pose [5], or use a 360◦ camera[10] to improve
situational awareness. Thatte and Girod [15] demonstrated the im-
portance of six-degree-of-freedom (6DoF) viewing in VR, where
the user experiences both binocular disparity and motion parallax.

A common 6DoF alternative is a point cloud rendered via data
from an RGB-D camera [20] [17] [8]. This provides real-time render-
ing of novel viewpoints that are both rotated and translated from
the true camera pose. The downsides are that they often have many
occlusions and only show a small field of view. Whitney et al. [17]
also positioned the RGB-D camera separate from the robot, which
limited the ability for robot movement. We use point clouds from
RGB-D cameras mounted on a robot, but integrate them with an
immersive view synthesis system for greater situational awareness.

VR based control systems have shown improvements in user com-
prehension and performance [17] [18].Methods include homunculus-
based methods which place the user in a virtual control room [6]
as well as taking advantage of a robot being in a fixed location [20].
We aim to both allow for the advantages of a VR mimicry-based
system while also providing an immersive enough environment for
the user to control a movement-capable robot.

3 METHOD
We have designed a system that provides the user an immersive
6DoF VR teleoperation experience. We collect sensor data from
multiple sources, transmit it over the network in real time, and use
it to reconstruct the robot’s environment in VR. The user then uses
this environment reconstruction and our intuitive control interface
to perform manipulation tasks or move the mobile robot.

Platform and sensing. Our environment is currently implemented
on a Kinova MOVO robot and controlled using ROS. For 360◦ imag-
ing, we use an Insta360 Pro 2. We use a Kinect V2 mounted on the
head of the MOVO as well as a RealSense D435 RGB-D camera
mounted on the robot’s wrist (Figure 3). We also have a Velodyne
Puck mounted on the robot underneath the Insta360 Pro 2 that we
hope to integrate with our scene reconstruction system. For the VR
side of the system, we use Unity with SteamVR, which has allowed
us to use both the HTC Vive and Oculus Quest in development and
use with the potential for additional controls.

Remote environment reconstruction. The first aspect of the envi-
ronment is the robot’s general surroundings in all directions. For
this aspect, we have implemented the MatryODShka algorithm.
This algorithm can convert a left-right stereo pair of 360◦ ODS
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Figure 2: Our teleoperation system fuses sensory input from multiple sources into an immersive VR environment for robot
teleoperation. Commands are sent back over the network and planned into robot motion.

Figure 3: The MOVO robot with ODS camera, Kinect, and
point cloud wrist camera.

images into a series of RGBA concentric sphere layers (Figure 2,
right), called a multi-sphere image (MSI). MSIs provide a sense of
depth and motion parallax to the user, as the spheres are trans-
parent except at the depths at which objects in the scene appear.
For this, the algorithm constructs a pair of sphere sweep volumes
at fixed depths, then converts these to into alpha (transparency)
values per layer through a deep convolutional network. Given the
MSI, the pose of the rendered view is updated in real time based on
the VR headset’s 6DoF pose within the sphere, which increases user
comfort and reduces disorientation. As the spheres are computa-
tionally cheap to render, they give the operator 360◦ 6DoF viewing
in real time independently of the CNN inference speed. We have

also experimented with collapsing these spheres into one ‘spherical’
mesh that is deformed according to the inferred depth.

While the MatryODShka algorithm provides 360◦ situational
awareness to the user, it struggles to reconstruct high resolution
depth at close range. Tomitigate this, there are also two point clouds
in the scene. The head-mounted Kinect camera and wrist-mounted
camera each provide RGB-D data which can be rendered either as
a point cloud or sparsely connected mesh. The point clouds are
positioned in the scene based on the robots current pose.

The final aspect of the virtual environment we consider is how
to display the robot state itself. At all times, we render the URDF
of the robot in its current state in the center of the scene.

Transmission. We compress all image data prior to transmission,
for which we use ROS Bridge. We have also experimented with the
Parsec SDK [12], which provides a system for low latency and high-
resolution video transmission. In general, sending multiple high-
resolution sensor feeds requires more bandwidth than a limited 2D
view, and this can be challenging over a slower network such as a
standard home network or any bandwidth-limited location such as
a dangerous or uncontrolled environment.

Control interface. We have implemented end effector controls
using the 6DoF VR controller, and in this we include both input
and visual feedback. The user sees the 3D model of the robot end
effector inside the 3D space at the position of the VR controller, and
so it is possible to exactly position where the end effector of the
robot should go. Using the robot’s hand model in the environment
removes ambiguities about the orientation of the robot end effector
after motion planning—this is an issue we noticed with existing
solutions. When a movement command is issued by the user, the
desired joint state positions of the hands in reference to the main
body of the robot are then passed to the MoveIt Motion Planning
Framework. An attempt is made at constructing a plan, and the
user is informed of the plan in progress through a visual update on
the robot: the relevant arm of the robot turns red. This provides
immediate feedback while not consuming additional display space.

Late-Breaking Report  HRI ’21 Companion, March 8–11, 2021, Boulder, CO, USA

389



Since the left arm of the robot features the RGB-D wrist camera
and accompanying point cloud, it can be positioned to illuminate
any finer detail needed to be used to, for example, grasp and move
a smaller object, while the inferred MSI is able to provide needed
context to the user. This is especially useful in areas with safety or
damage considerations, as the user and move around the robot and
examine its rear to ensure that while backing up the robot there are
no collisions. The user can see the environment around the robot
updated in real time with the information needed to operate safely.

The base of the robot can also be controlled by an operator. Using
the inferred MSI for context to prevent collisions, the robot can be
moved forwards, backwards, or turned at varying speeds using the
trackpads or joysticks on the VR controllers. These capabilities can
also be turned off and on through a VR menu option so as to avoid
any accidental motions.

In addition to enabling and disabling base movement, we include
other control options in the VR menu. The user can disable either or
both of the arms. They can also switch between rendering schemes
for both the RGB-D data and 360◦ image data. RGB-D data can be
viewed as either a point cloud or mesh, as mentioned previously.
The 360◦ camera’s data can be viewed as an MSI, a depth-deformed
mesh, a stereo 360 skybox, or a simple single-depth sphere.

4 EXPERIMENTS
This setup has been used successfully to move the robot’s base and
to perform grasps. Within a short period of time, new system users
could control and move the robot within the lab from their own
home, such as picking up a ball from a table and placing it into a
recycling bin (Figure 4).

We have experimented with different scene reconstruction op-
tions. We found that using reconstructed depth via MSIs or a depth-
deformed mesh to view the 360◦ camera data with 6DoF provides
a less jarring-and-nausea-inducing experience than just using the
stereo image pair directly or than only rendering at a single depth.
These preliminary experiments show the promise of the methods.

Our planned work includes the ability to visualize any current
plans of the robot and approve them before the plan is carried
out, as well as the ability to use a newly-trained version of the
MatryODShka network to process the individual lenses of the ODS
camera. This will allow us to infer depth information without pre-
stitching the six camera feeds, and so should improve both the
speed of the pipeline of the network and the image quality (as data
loss from stitching the frames first will not be introduced).

5 CONCLUSION
We believe a robust 3D environment with human-like control sup-
porting movement options represents the next step in teleoperation.
However, movement in three dimensions and especially remote con-
trol presents unique challenges in spatial awareness and operator
control. Our research work is intended to discover and implement
interfaces that allows an operator to better teleoperate a robot. Thus
far, we have been able to introduced a new human operator to our
visualization and control mechanisms and allow them to control
the robot from their own home using a set of intuitive controls and
a low-cost ($300) VR headset and controllers.

Figure 4: A new user was able to pick and place objects
within minutes of using the system, here picking up and
dropping a green ball into a bucket.
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